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bstract

Flow behavior of gas and micro-particles in riser is predicted within the framework of the classical Euler–Lagrange approach. The Newtonian
quation of motion considering the effect of van der Waals forces is solved for each simulated particle in the system. Particle collisional dynamics

s modeled by means of the direct simulation Monte Carlo (DSMC) method. The influence of van der Waals forces on the particle collisions is
nvestigated. The effect of interparticle collisions on the particle concentration and velocity distributions is presented. These numerical results
llow one to understand the effect of the considered parameters on the flow behavior of micro-particles agglomerations.

2007 Elsevier B.V. All rights reserved.
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. Introduction

Micro-particles in which surface forces play an important role
n the mechanical behavior of particles are classified to the Gel-
art group C [1]. Strong cohesive forces between micro-particles
romote the fluidization of aggregates of primary particles [2].
roperties of the fluidized aggregates, rather than those of pri-
ary particles, determine the hydrodynamic behavior of risers.
xperiments indicated that the elutriation rate of group C parti-
les decreased with the increase of the particle mean diameter
nder the condition of a given superficial gas velocity in the
uidized bed [3]. Sound waves, mechanical vibration, gas pul-
ation, and magnetic and centrifugal fields have been applied to
rovide external forces to improve the fluidization of fine parti-
les [4–7]. Experimental results indicated that with assistance of
xternal forces the bed of agglomerates can be readily fluidized,
nd the flow structures of channeling or slugging disappeared
nd the bed expanded uniformly.

On the other hand, Mikami et al. [8] simulated the fluidized
ehavior of cohesive particles using a discrete numerical sim-

lation model considering the effect of liquid bridge force and
article–particle interaction force in a two-dimensional bubbling
uidized bed. Helland et al. [9] simulated the flow structure of
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ohesive particles in a two-dimensional riser by a hard-sphere
iscrete particle model. Rhodes et al. [10] analyzed the influence
f the magnitude of the cohesive force of particles on fluidization
haracteristics in terms of the change in the ratio of the mini-
um bubbling to minimum fluidization velocities by a discrete

lement method. Kuwagi and Horio [11] investigated the mech-
nism of agglomeration in a bubbling fluidized bed of cohesive
ne particles by a two-dimensional discrete element method. Ye
t al. [12] studied the fluidization behavior of Geldart A particles
y use of a soft-sphere discrete particle model considering the
nterparticle van der Waals forces. The particle circulation and
ubble flow were predicted in the bubbling fluidized bed.

Turbulent particle agglomeration is an important mechanism
specially for micro-particles flow [13]. For such small parti-
les, Brownian motion and gravitational settling generally are
egligible compared to turbulence-induced motion. Moreover,
an der Waals interaction dominates in fluidized transport sys-
em of micro-particles, so that they tend to stick together to
orm particle aggregates when they collide with each other. The
ack of detailed information in the open literature concerning
he motion of micro-particles has hindered further investiga-
ion of flow behavior of micro-particles in the riser. A better

nderstanding of the flow behavior of micro-particles is there-
ore of great importance in applications involving mixing and
ransporting of micro-particles. The purpose of this study is
o investigate the effect of van der Waals forces on the flow

dx.doi.org/10.1016/j.cej.2007.01.043
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Nomenclature

ai local area of a particle i (m2)
A Hamaker constant (J)
B Boltzman’s constant (J/K)
cdo drag coefficient
d particle diameter (m)
D diameter of riser (m)
e coefficient of restitution of particles
ew coefficient of restitution between particle and wall
fc collision frequency of particles (s−1)
fd drag force (Pa)
F time fraction (s)
g gravity (m s−2)
Gs solid mass flux (kg m−2 s−1)
h height of riser (m)
� Planck’s constant (J s)
I unit vector
m particle mass (kg)
n particle number density
ns number of real particle/simulated particle
N refractive index
p fluid pressure (Pa)
pij collisional probability
Pp material limiting contact pressure (Pa)
r position, distance from center (m)
R random number, radii of particle and riser
s local area of a particle (m2)
t time (s)
T absolute temperature (K)
ug gas velocity, superficial gas velocity (m s−1)
v particle velocity (m s−1)
x location along lateral direction (m)
y location along vertical direction (m)
z0 contact distance (m)

Greek symbols
α dielectric constant
εg porosity
εs solid concentration
θ granular temperature (m2 s−2)
μlam,g laminar viscosity of gas phase (Pa s)
μt turbulent viscosity of gas (Pa s)
νe absorption frequency (s−1)
ρg gas density (kg m−3)
ρs particle density (kg m−3)
σ standard deviation
τg gas stress tensor (Pa)

Subscripts
g gas phase
i index of particle
n normal direction
s particles
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ehavior of micro-particles in a riser through DSMC simula-
ion. The distributions of velocity and concentration of particles
n the riser are analyzed. It is expected that the results of this
tudy would stimulate further discussion and development of
he micro-particle interaction models in risers. This would even-
ually enable new insights into the mechanism of agglomerate

icro-particles in risers to be revealed.

. Eulerian–Lagrangian gas–solid flow model

.1. Continuity and momentum equations for gas phase

The Euler–Lagrangian method computes the Navier–Stokes
quation for the gas phase and the motion of individual parti-
les by the Newtonian equations of motion. For the gas phase,
e write the equations of conservation of mass and momentum

14,15]:

∂

∂t
(ρgεg) + ∇ · (ρgεgug) = 0 (1)

∂

∂t
(εgρgug) + ∇ · (εgρgugug)

= −εg∇P − Sp–g − (εg∇ · τg) + εgρgg (2)

here ug and ρg are gas velocity and density, respectively. εg is
orosity, and Sp–g the interaction drag force acting on a particle.
he interaction force between the two phases should be equal
nd has reverse direction. The value can be determined by

p–g =
∑N

i=1aifd,i∑N
i=1ai

(3)

here ai is the area of particle i in the cell. The drag force, fd,i,
s calculated by Eq. (7). The stress tensor of gas phase can be
epresented as

g = μg[∇ug + (∇ug)T] − 2
3μg(∇ · ug)I (4)

he gas turbulence is modeled using a simple subgrid scale
SGS) model. The model was first used and proposed by Dear-
orff [16] for channel turbulence flow. The SGS model simulates
he local Reynolds stresses arising from the averaging process
ver the finite-difference grid by about the crudest of methods,
hat involve an eddy coefficient with magnitude limited in some
ay by the size of the averaging domain. This domain is consid-

red to be the grid volume in a detailed numerical integration.
hen the eddy coefficient becomes a “subgrid scale” coefficient:

g = μlam,g + ρg(CtΔ)2√Sg : Sg (5)

here Δ = (�x�y)1/2 and Sg = (1/2)[∇ · ug + ∇ · uT
g ]. Dear-

orff suggested Ct be in the range of 0.1–0.2 [16]. In this study
t = 0.1 was used in the simulations.

.2. Particle motion equations
The particle motion is subject to Newton’s equation of
otion. Basset, Magnus and Saffman forces should not be

ncluded in the Newtonian equations of motion anyway since
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In further studies, the evolving diameter and density of the
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hey are not real physical forces. Only contact, buoyant, inter-
article and gravitational forces enter in the Newtonian force
alance. The equation of translational motion of a particle can
e written as follows [17,18]:

i

dvi

dt
= −π

6
d3
i ∇p + mig + fd,i + Fv,i (6)

here mi and vi represent the mass and velocity of a particle.
he first term of the right-hand side of Eq. (6) represents the
ffects of gas pressure gradients, the second term gravity, the
hird term the drag force caused by the gas phase, and the last
erm cohesive force [12,17]:

d,i = 1

16
cd0,iρgπd2

i |ugi − vi|(ugi − vi)ε
−δ
g (7)

here the drag force coefficient cd0,i is written as

d0,i =
(

0.63 + 4.8

Re0.5
p,i

)2

(8)

ep,i = ρgdi|ugi − vi|
μg

(9)

= 3.7 − 0.65 exp

[
−(1.5 − log10 Rep,i)2

2

]
(10)

For molecules, the van der Waals force arises as a con-
equence of charge interactions between molecules, which
ncludes dipole–dipole, dipole-induced dipole, and dispersion
orces [19]. When applied to two spherical particles that contain
any molecules at the surface, it can be determined as [12]:

v,i = Adi

24s2 (11)

here A is the so-called Hamaker constant that is related to mate-
ial properties. Note that Eq. (11) exhibits an apparent numerical
ingularity if the intersurface distance s between two particles
pproaches zero. This unrealistic singularity incurred at particle
ontact is avoided by introducing a “cutoff” distance, scut. In
he present model, a minimum cutoff distance of 4 × 10−10 m
40 nm) is used, which is based on the average interatomic dis-
ance for many common solids [20,21].

The two-dimensional porosity in a computational cell is the
atio of the surface occupied by the gas to the surface of the com-
utational cell (�x�y). If ai is the surface of simulated particle
inside a computational cell, the porosity in this cell is

g,2D = 1 −
N∑

i=1

ai

�x�y
(12)

he porosity calculated in this way is based on a two-
imensional analysis, which is inconsistent with the applied
mpiricism in the calculation of the drag force exerted on a par-
icle. Therefore, we utilize a pseudo-three-dimensional concept

n which we assume the depth of the cell equal to the particle
iameter. The porosity is calculated as follows [17,18]:

g,3D = 1 − 2
3 (1 − εg,2D) (13)

a
o
t
c
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hus, the porosity estimation was corrected in order to use
ubsequently obtain a representative drag force estimate in three-
imensional (3D) analysis.

.3. Agglomeration model

The DSMC method is a trajectory method which makes it pos-
ible to deal with interparticle collision based on sample particles
hat the number of which is smaller than the actual number of
articles [22]. In the DSMC, a sample particle motion is decou-
led from the gas motion by applied external force and collision
rocesses. The motion of these simulated particles obeys the sin-
le particle motion model, while the collision process follows
he particle collisional dynamics [23,24]. The DSMC method
sed in this study is described in detail in Shuyan et al [25].

An agglomerate should be defined as a group of particles
onnected by contact points which can be exist even when forces
ther than cohesion and repulsion are removed. Iwadate and
orio [26] proposed the following criterion: if Frep;max > Fcoh, a
air of particles in a particular contact point are separated after
ollision. Otherwise, two particles will be agglomerated after
ollision, where Frep;max is the maximum repulsion force, and
coh is the maximum cohesion force by van der Waals force.

When two particles collide, they may be separated or agglom-
rated after collision. The fundamental criterion that determines
hether two particles will agglomerate is related with the critical
elocity vcr, which is calculated from an energy balance. When
nly the van der Waals force is considered the critical velocity
cr is given by [13]:

cr = 1

d

(1 − e2)
1/2

e2

A

πz2
0

√
9Ppρs

(14)

here e is the restitution coefficient of particles, z0 the contact
istance, and Pp is the material limiting contact pressure. The
ormation of an agglomerate from two colliding particles takes
lace when the normal relative velocity between them is less
han the critical velocity vcr:

vi − vj| cos φ ≤ vcr (15)

here φ is angle between two incident particle trajectories at the
ollision point. If the condition (15) is valid (i.e. collision), we
ssumed that two colliding particles have the same velocity and
ow direction. This implies that they will move together. Hence,

wo colliding particles have the following velocity [27]:

i,1 = vi,0 − 1
2vij and vj,1 = vj,0 + 1

2vij (16)

hus vi,1 = vj,1. This implies that the relative velocity of the
wo particles after collision, vij,1, is zero. The energy loss due
o the particle collision is m(v2

ij − v2
ij,1)/4 = mv2

ij/4. This is,
f course, only the first approach in modeling agglomeration.
gglomerate will be modeled so that the diameter and density
f the agglomerate would increase accordingly. If the condi-
ion (15) is not valid, two particles will be separated after
ollisions.
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Fig. 1. Grid arrangement in the two-dimensional riser.

.4. Initial and boundary conditions

Fig. 1 shows the two-dimensional riser section used in the
resent numerical simulation of gas–solids flow. Initially, the
elocities of gas and particles phases were set at zero in the riser.
nlet gas pressure, gas velocity and particle velocity are given.
niform bottom-inlet condition is assumed. A no-slip condition

s used for gas phase at the walls. The particle velocity after it
ebounds from the wall can be determined by

i2 = −ew(vi1) (17)

here ew is a restitution coefficient between particle and wall.
In order to efficiently improve the computer capacity to per-

orm the simulations, the sub-cell method described in [22,25]
s applied. The computing field is divided into several gas cells.

gas control cell is also divided into several sub-cells, seeing

ig. 1. The search for a collision partner is carried out in the
ub-cells, and the interaction between gas and particle phases is
alculated in a gas control cell. With this method the collision
artner can be more efficiently determined.

p
b

s

able 1
arameters used in simulations

article diameter (�m) 1.0
article density (kg m−3) 1600
umber of real particle/simulated particle 100
eight of riser (mm) 1000
amaker constant (J) 1.0 × 10−19

as viscosity (Pa s) 1.5 × 10−5

uperficial gas velocity (cm/s) 46
FD time step (s) 1.0 × 10−5

article dynamics time step (s) 1.0 × 10−7
g Journal 132 (2007) 137–149

The simulations were carried out with a modified CFD code
amed K-FIX, which was previously used to model the two-
hase flows in a circulating fluidized bed [28,29]. Eqs. (1) and
2) were solved based on a finite volume method. The SIMPLE
cheme was used as an iterative solution procedure [30]. All
resent simulations were continued for 10.0 s of real modeling
ime. Time-average results were obtained over a period lasting
.0 s. The computation time for one case simulation is about 1–2
eeks on a PC with 80 GB hard disk space, 128 Mb RAM and
00 MHz CPU.

. Result and discussions

.1. Basic case simulations

In the base simulations, the diameter and density of particles,
nd inlet gas velocity were set to be 1.0 �m, 1600 kg m−3 and
6.0 cm/s, except otherwise specified. The parameters used in
he simulations were listed in Table 1.

Fig. 2 shows a snapshot of simulation representing verti-
al cross-section images as a function of times. The formation,
ovement and breaking of agglomerates are observed at loca-

ions of high particle concentrations. The agglomerates exhibits
hapes of stick-figures, V-type shapes heading upwards or down-
ards, circles and others irregular shapes in the riser.
Fig. 3 shows the instantaneous particle concentrations near

he wall (r/D = 0.475) and at the center (r/D = 0.025) of riser,
espectively. High solids concentrations in computational cells
ean the existence of agglomerates. Comparing with parti-

les flow at the center regime, there are more oscillations
ear the walls. Fig. 4 shows the distribution of time-averaged
oncentration of particles at the different heights. The parti-
le concentration decreases along the height. The core-annulus
tructure of micro-particles flow can be observed with a denser
one close to the walls and a dilute zone in the center. The dis-
ributions of time-averaged velocity of particles are shown in
ig. 5 at the different heights. The time-averaged axial velocity
f particles is lower near the walls than that at the center. In the
enter, particles flow up at high velocity and low concentration,
nd at low velocity and high concentration near the walls. Com-
aring Fig. 5a and b, it can be seen that the axial velocity of

articles is much larger than that the lateral velocity of particles
ecause particles are mainly flowing up in the riser.

The histograms of axial and lateral particle velocities are
hown in Figs. 6 and 7. The mean values of particle veloc-

Inlet particle flux number (s−1) 1,000,000
Particle restitution coefficient 0.6
Particle–wall restitution coefficient 0.6
Diameter of riser (mm) 50
Particle inter-contact distance (nm) 0.4
Grid number (nx, ny) 40, 150
Gas density (kg m−3) 1.2
Limiting contact pressure (Pa) 5.0 × 109

Gas temperature (K) 300
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Fig. 2. Instantaneous particles conc

ty and standard deviation, σ =
√

(1/(N − 1))
∑N

i=1(vi − vm)2,
re also indicated in the figures, where vm is a mean velocity,
i is a instantaneous velocity of particles. The axial and lateral

elocities of particles can be fitted by the Gaussian distribution
unction. Fig. 8 shows the standard deviation of particle velocity
s a function of time-averaged concentration of particles. The
omputed standard deviations of vertical velocity are always

d
f

θ

Fig. 3. Instantaneous particle concentration
tion of micro-particles in the riser.

arger than that of lateral velocity of particles. The standard devi-
tions are increased with the increase of concentration, reached
maxima, and then decreased. The granular temperature, θ,
efined as a measure of particle fluctuations can be calculated
rom the standard deviations of velocity of particles [31]:

= ( 1
3σ2

y + 2
3σ2

x ) (18)

at the different positions in the riser.
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Fig. 4. Distribution of time-averaged particle concentrations.

here σy and σx are vertical and lateral standard deviations.
ig. 9 shows the computed granular temperature as a function
f particle concentration in the riser. The computed granular
emperature increases, reaches a maxima, and then decreases
ith the increase of particle concentration. At the high concen-
ration of particles, the granular temperature decreases due to
article agglomeration. The granular temperature approaches
o zero as the concentration of particles goes to zero because of
he lack of particle collisions.

l
d
H
o

Fig. 5. Distributions of time-averaged ax

Fig. 6. Distribution of transversal and axia
g Journal 132 (2007) 137–149

Using DSMC method, the collisional frequency of particles
as obtained, seeing Fig. 10. The computed collisional fre-
uency increases at low concentration of particles, reaches a
axima, and then decreases with the increase of concentration

f particles. The lower the particle concentrations, the less the
ollisional frequency of particles. However, at the high concen-
ration the collisional frequency decreases because of particle
gglomerate effect. Based on the kinetic theory of granular flow,
he collisional frequency per unit volume can be calculated as
ollows [14]:

c = 6.77
(εs

d

)
g0

√
θ (19)

ased on the computed granular temperature and particle con-
entration in Fig. 9, the collisional frequency of particles
alculated from Eq. (19) is also shown in Fig. 10. It can be
een that at the low concentration of particles the calculated
ollisional frequencies by means of DSMC agree with results
alculated by Eq. (19). However, there is a large difference
etween them at the high concentration of particles. The col-
isional frequency calculated from Eq. (19) is higher than that
irectly from DSMC. The most probable reason could be that
t high concentrations most particles were formed into the col-

ected agglomerates flow, not dispersed flow that assumed in the
erivation of Eq. (19) in kinetic theory of granular flow [14].
ence, to gain more insight into the effect of agglomeration
f particles on the collisional behavior, it seems worthwhile to

ial and lateral velocity of particles.

l velocity of particle near the center.
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Fig. 7. Distribution of transversal and axial velocity of particle near the wall.
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Fig. 8. Distribution of standard deviation of p

odify the present kinetic theory of granular flow considering
article agglomerate effect, which will be a subject of future
esearch.

A typical distribution of the instantaneous positions and verti-
al velocities of the simulated particle, and particle concentration
n a computational cell is shown in Fig. 11. The velocity of the

imulated particle changes as it is captured by an agglomerate or
scapes from an agglomerate. At the AB phase in Fig. 11a, the
ertical velocity of the simulated particle is reduced, and the con-
entration of particles of the computational cell is increased. This

ig. 9. Relation between granular temperature and particle concentrations.

p
v
T
T

F
o

es as a function of concentration of particles.

eans the simulated particle is captured by agglomerate. While
he concentration of particles in the computational cell drops,
nd the vertical velocity of the simulated particle is increased at
he BC phase. This indicates the simulated particle is escaped
rom agglomerate. A single micro-particle will have a high
elocity due to the effect of high velocity of gas phase. At the CD

hase the concentration of particles in the computational cell is
ery low, and the vertical velocity of simulated particle is high.
his is a feature characterizing particle dispersed in dilute flow.
he simulated particle was decelerated when it was captured

ig. 10. Profiles of particle collision frequency as a function of concentration
f particles.
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arbitrary. Using a different factor to differentiate from back-
ground noise, e.g. 2σ, would alter the quantitative results to
some degree, but would not change the general characteristics
of agglomerate dynamics. The agglomerate duration time is
Fig. 11. Instantaneous positions, and vertical velocit

y agglomerate, and re-accelerated when it left from the
gglomerate. Hence, the life of an agglomerate can be described
y three periods: a formation phase, an established phase and a
ecaying phase. During the agglomerate formation, like at the
B and DE phases in Fig. 11a, particles are decelerated and

imultaneously, the gas phase is accelerated due to the two-way
oupling between the gas and particle phase, thus increases
n their relative velocity. The concentration of particles in the
omputational cell was also increased. In the established phase,
ike at the point B in Fig. 11a, the velocity of the agglomerate
s a unit is found to be constant. The concentration of particles
n the computational cell is invariable. In the decaying stage at
he BC phase in Fig. 11a, the agglomerate may take a part of an
ew agglomerate, or break into dispersed single particles, and
he velocity was increased and the concentration of particles
n the computational cell was reduced. On the other hand, the
imulated particle may be trapped into the agglomerate after it
nters the riser. Complex transitory velocity and concentration
elds are evident from Fig. 4b. High solids concentration in
omputational cell implies large size of agglomerates. The
own-flow of agglomerates is represented by the points A and
in Fig. 11b. The size of agglomerate is varied during it passes

hrough the riser. This suggests that there is a large fluctuation
f velocity and concentration of particles in riser due to the
ormation and breakage of agglomerates.

To obtain quantitative characterization of agglomerate flow
n a riser, one first needs a systematic criterion for identification
f agglomerates. For particle cluster flow in riser, Sharma et al.
32] proposed the following three necessary guidelines: (1) the
olid concentration in a particle cluster must be significantly

bove the time-average solid concentration at the given local
osition and operating condition. (2) This perturbation in solid
oncentration due to particle clusters must be greater than the
andom background fluctuations of particle concentration. (3)
imulated particle and particle concentration of gird.

his concentration perturbation should be sensed for sampling
olume with characteristic length scale greater than one to two
rders of particle diameter. These guidelines were used in the
etermination of cluster flow of FCC particles in the riser [25].
n the present analysis, we will use these criteria in that the
ocal instantaneous particle concentration for an agglomerate

ust be greater than the time-averaged concentration by at
east one time the standard deviation σ, as shown in Fig. 12.
n agglomerate would thus be identified if the instantaneous
article concentration exceeds this threshold, existing until the
article concentration again drops below this threshold. We
ould like to point out here that the agglomerate detection

riterion described above is reasonable, but also is somewhat
Fig. 12. Determination of an agglomerate formation.
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Fig. 13. Time fraction of agglomerates with bed height.

c = tb − ta. The number-averaged duration time is then

¯c =
n∑

i=1

τci

n
(20)

here n is the total number of agglomerates detected in an
imulation period. τci is the ith agglomerate’s duration time.
he agglomerate existence time fraction Fc is

c = τ̄c

τ
(21)

here τ is the simulation time within which n agglomerates
re detected. So the agglomerate occurrence frequency λc can
e obtained. Fig. 13 shows the distribution of agglomerate
xistence time fraction along the height. The existence time
raction of agglomerates decreases along the height at the
enter. But near the walls it is almost constant. This means that

gglomerates are easily formed at the bottom. The existence
ime fraction of agglomerates is greater at the wall region than
hat in the center. Fig. 14 shows the agglomerate occurrence
requency at the superficial gas velocity and solid mass flux of

ig. 14. Agglomerate frequency along bed height at the superficial gas velocity
f 46 cm/s.
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6.0 cm/s and 0.245 kg m−2 s−1, respectively. The agglomerate
ccurrence frequency (or time fraction of agglomerate life) is
reater near the walls than that at the center. The agglomerate
ccurrence frequency increases at the bottom due to the inlet
ffect. The occurrence frequency is nearly constant at the top
f riser. We see that the simulated occurrence frequency of
gglomerate is about 16–27 (Hz).

.2. Comparison with experimental data of Li et al. [33]

Li et al. [33] measured particle concentrations obtained from
he measurements of pressure drop distribution along height in a
iser. The riser is a 3.25 m in height, 75 mm in internal diameter
lass tube. Above the gas distributor there are 15 probe taps along
he riser at 0.2 m intervals. The surface modified (coated with a
hin-film of stearic acid) cubic-lattice CaCO3 (MCC) particles
as used. The diameter and density of CaCO3 (MCC) particles

re 4.3 �m and 2539 kg m−3, respectively. A detailed description
f the unit can be found in Li et al. [33]. The Hamaker constant
accounts for the material properties and is independent of the

ystem geometry and the separation distance [34]. Israelachvili
35] showed that using the Lifshitz continuum approximation
f the van der Waals force [36], the Hamaker constant for the
olids (a) interacting through a medium (b) can be expressed as
ollows:

= 3

4
BT

[
αa − αb

αa + αb

]2

+ 3h̄νe

16
√

2

(N2
a − N2

b )
2

(N2
a + N2

b )
3/2 (22)

here B is the Boltzman’s constant (=1.381 × 10−23 J/K), � the
lanck’s constant (=6.626 × 10−34 J s) and νe is the absorption
requency in the ultraviolet–visible (UV) range. α and N are
ielectric constant and refractive index of particles, respectively.
he first term in Eq. (22) is the zero frequency term and consists
f the Debye and Keesom contribution to the van der Waals
orce, and the second term is the frequency dependent term
nd accounts for the London dispersion interactions [35,36].
ence, the Hamaker constant of CaCO3 particles can be esti-
ated. In what follows, we take the value A = 1.198 × 10−19 J.
as–particle properties and other related information are listed

n Table 2.
Fig. 15 compares the computed axial profile of particle con-

entrations with experimental data of Li et al. [33] at superficial
as velocities of 1.89 m/s. Both simulated and measured concen-
ration profiles show that the characteristic of high concentration
one is near the inlet due to particle acceleration, and low
oncentration is at the upper part of riser. For two different coef-
cients of restitution of particles, the computed concentrations
f particles have the same trends along the height of riser. How-
ver, for the higher coefficient of restitution, a more uniform
istribution of particles is obtained. We see that the simulated
oncentration of particles is lower at the bottom regime than that
f experimental data. Li et al. [33] found that the agglomerates

t the bottom are 10–20 times as large as those at the top. These
arger agglomerates would lead to deposition at the bottom of
iser, while the small agglomerates would flow up to the top of
he riser. From images, we can see that particles rapidly formed
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Table 2
Parameters used for simulations of Li et al. [33] experiments

Height of riser (m) 3.25 Diameter of riser (cm) 75.0
Diameter of inlet particles (�m) 4.3 Density of particles (kg m−3) 2539
Number of real particle/simulated particle 100 Particle–wall restitution coefficient 0.5
Hamaker constant (J) 1.198 × 10−19 Particle inter-contact distance (m) 4.0 × 10−10

Superficial gas velocity (m/s) 1.89 Particle restitution coefficient 0.5
Inlet particle flux (s−1) 1,000,000 Inlet solid mass flux (kg m−2 s−1) 1.229
Dielectric constant of particles 6.14
Absorption frequency (s−1) 3.0 × 1015

Gas temperature (K) 300
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ig. 15. Computed and experimental concentration of particles at the superficial
as velocity of 1.89 m/s.

nto agglomerates in the inlet regime, and then these agglomer-
tes are degraded by the effect of collisions and the interaction
f gas phase, or are further congregated by the cohesion of other
articles when it passes through the riser.

Fig. 16 shows the existence time fraction of agglomerates of

aCO3 particles along the height at the superficial gas velocity
f 1.89 m/s. The effect of coefficient of restitution of particles on
he existence time fraction is also shown in this figure. The high
oefficient of restitution gives the low existence time fraction

ig. 16. Profile of agglomerate time fraction at the superficial gas velocity of
.89 m/s.

d
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F

Refractive index of particles 1.545
Planck’s constant (J s) 6.626 × 10−34

Limiting contact pressure (Pa) 5.0 × 109

f agglomerates because of less energy loss during collisions.
he existence time fraction of agglomerates decreases along the
eight. This means that agglomerates are easily formed at the
ottom of riser.

.3. The effect of interparticle van der Waals force

Cohesive forces are known to be a continuous function of
article separation distance, and may result in enduring parti-
le contacts. Hence, the nature of cohesive forces conflicts with
he assumption of binary, instantaneous interactions inherent in
inetic theory (continuum) descriptions of granular flows. In
his investigation, we carried out for two test cases: the first
ith a Hamaker constant equals to 1.0 × 10−19 J and the second
ith a Hamaker constant of 1.0 × 10−18 J (factor of 10 greater).
ig. 17 shows the effect of Hamaker constants on the distribution
f velocity of particles at the superficial gas velocity and solid
ass flux of 46.0 cm/s and 0.45 kg m−2 s−1, respectively. At the
amaker constant of 1.0 × 10−19 J, the concentration of parti-

les increases toward walls. The concentration of particles was
ower in the center than that at walls. However, as the value of
amaker constant increases from 1.0 × 10−19 to 1.0 × 10−18 J,

he opposite behavior is observed. The concentration of particles
ecreases toward the walls. This seems to imply that the cohe-

ive interactions between particles influence on the distribution
f concentration of particles. In case of relatively strong cohesive
orces, obvious agglomerates flow have been identified, even at
high gas velocity.

ig. 17. Distribution of particle concentration with different Hamaker constants.
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ig. 18. Profile of granular temperature of with different Hamaker constants.

Fig. 18 shows the profiles of granular temperature of parti-
les for two different Hamaker constants at the superficial gas
elocity and solid mass flux of 46.0 cm/s and 0.45 kg m−2 s−1,
espectively. For small Hamaker constant, the granular temper-
ture decreases toward the walls. However, as the Hamaker
onstant increases from 1 × 10−19 to 1 × 10−18 J the granular
emperature increases toward the walls. This indicated that the
tronger the cohesional interparticle van der Waals force, the
igher the fluctuating velocity. So on the basis of our discrete
article simulations, we conclude that the particle agglomerate is
ue to both the particle collision and the cohesional interparticle
an der Waals dynamic forces.

Fig. 19 shows the distribution of agglomerate frequency
t two different Hamaker constants at the superficial gas
elocity and solid mass flux of 46.0 cm/s and 0.45 kg m−2 s−1,

espectively. With the increase of Hamaker constants, the
gglomerate frequency was increased. At the Hamaker constant
f 1.0 × 10−19 J, the frequency of agglomerates is increased
rom center toward the walls. However, as the Hamaker constant

ig. 19. Agglomerate frequency along bed height with different Hamaker con-
tants.
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ig. 20. Distribution of particle concentration with different collisional param-
ters.

ncreases from 1.0 × 10−19 to 1.0 × 10−18 J, the life-time fre-
uency of agglomerates is decreased toward the walls at the
ame riser height. This indicated that the agglomerates are more
asily formed with an increase of Hamaker constant. Simulated
esults indicated that the life-time frequency of agglomerates
ecreased along riser height. At least three basic interactions,
.e. the fluid–particle interaction, the particle–particle collisions
and the particle–wall collisions), and the interparticle van der

aals forces, can be identified as the main sources of velocity
uctuations of particles in present study.

.4. Influence of the restitution coefficient on flow behavior
f agglomerates

In this investigation, we carried out for two test cases: the
rst with a restitution coefficient equals to 0.5 and the second

ith a restitution coefficient is to be 0.80 (60% increase). Fig. 20

epresents the distribution of particle concentration in the riser
t the superficial gas velocity and solid mass flux of 46.0 cm/s
nd 0.45 kg m−2 s−1, respectively. We observed that at a low

ig. 21. Profile of standard deviation σy of with different collisional parameters.
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oefficient of restitution, higher particles concentrations are
btained. Simulations indicated that more agglomerates are
ormed at low coefficients of restitution in the riser. Uniform
istribution of concentration of particles could be obtained at
igher restitution coefficients.

Fig. 21 shows the distribution of granular temperature of par-
icles at two different restitution coefficients at the superficial gas
elocity and solid mass flux of 46.0 cm/s and 0.45 kg m−2 s−1,
espectively. The granular temperature increases with the
ncrease of restitution coefficient since the less energy dissipa-
ion during collision of particles. These simulations indicate that
he coefficient of restitution of particles has a significant effect
n the distributions of particle concentration in being a key fac-
or controlling the kinetic energy and hence the dispersion of
articles.

. Conclusions

Computer simulations have been used to investigate flow
ehavior of micro-particles with interparticle van der Waals
orces following Hamaker theory. The dynamic equation of
otion for each individual simulated particle of a representa-

ive sample is solved by means of the direct simulation Monte
arlo method. The distributions of instantaneous velocity and
oncentration of these chosen particles in the riser were analyzed
nd the distributions of averaged concentration and velocity of
articles were subsequently obtained. From these results, the
article granular temperature and collisional frequency were
redicted. It was found that the computed frequencies of par-
icle collisions at high concentrations significantly depart from
he predictions using the kinetic theory of non-cohesive par-
icles, being in agreement only at very low concentration of
articles. From an analysis of the particle velocity fluctuations,
n anisotropy of the velocity fluctuation of micro-particles exists
ue to gas–particle interaction and particle collisions. Hence,
e observed that the so-called “particle turbulence” is far from
eing isotropic. We also note, that by discretizing and tracking
ndividual particle trajectories, we gain substantial insight to the
ollisional and agglomerational processes that enter in solids
uid flows.

We stress that the current results are for two-dimensional
nly, and can therefore only serve to get a qualitative insight
nto the physical principles underlying the flow behavior of

icro-particles. For a true, quantitative comparison with exper-
ments, clearly, full three-dimensional simulations are required.
his work will be the subject of future studies. For a further
alidation of the model the detailed experimental collisional
arameters are required. Moreover, in order to allow the applica-
ion to practical processes, the effects of the liquid bridging force
nd electrostatic interactions need to be modeled additionally.
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